Is the airborne fraction of anthropogenic CO₂ emissions increasing?
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[1] Several recent studies have highlighted the possibility that the oceans and terrestrial ecosystems have started losing part of their ability to sequester a large proportion of the anthropogenic CO₂ emissions. This is an important claim, because so far only about 40% of those emissions have stayed in the atmosphere, which has prevented additional climate change. This study re-examines the available atmospheric CO₂ emissions and emissions data including their uncertainties. It is shown that with those uncertainties, the trend in the airborne fraction since 1850 has been 0.7 ± 1.4% per decade, i.e. close to and not significantly different from zero. The analysis further shows that the statistical model of a constant airborne fraction agrees best with the available data if emissions from land use change are scaled down to 82% or less of their original estimates. Despite the predictions of coupled climate-carbon cycle models, no trend in the airborne fraction can be found. Citation: Knorr, W. (2009), Is the airborne fraction of anthropogenic CO₂ emissions increasing?, Geophys. Res. Lett., 36, L21710, doi:10.1029/2009GL040613.

1. Introduction

[2] Of the current 10 billion tons of carbon (GtC) emitted annually as CO₂ into the atmosphere by human activities [Boden et al., 2009; Houghton, 2008], only around 40% [Jones and Cox, 2005] remain in the atmosphere, while the rest is absorbed by the oceans and the land biota to about equal proportions [Bopp et al., 2002]. This airborne fraction of anthropogenic CO₂ (AF) is known to have stayed remarkably constant over the past five decades [Jones and Cox, 2005], but if it were to increase in a way predicted by models, this could add another 500 ppm of CO₂ to the atmosphere by 2100 [Friedlingstein et al., 2006], significantly more than the current total. While recent studies have highlighted a decreasing ability of the Earth system to absorb the excess CO₂ [Le Quéré et al., 2007; Schuster and Watson, 2007; Canadell et al., 2007], the question if and why the airborne fraction has stayed constant at the decadal time scale has received less attention.

[3] Previous studies have found an AF of 40 ± 14% [Jones and Cox, 2005], and a slight upward trend of the AF of 2.5 ± 2.1% per decade [Canadell et al., 2007]. While the trend was found to be significant at a 89% level, the analysis accounted only for the error inherent in the linear model, not for uncertainties in either the emissions or the atmospheric growth rate. A subsequent analysis by Raupach et al. [2008] has tested the robustness of this result against different assumptions about land use emissions and found that for one of them, the estimated trend reduces to zero. The analysis, however, does not propagate the error in the land use flux to the uncertainty in the trend estimate, nor does it include data from before the late 1950s, when direct CO₂ measurements began. According to Etheridge et al. [1996], between 1850 and 1960 atmospheric CO₂ increased by 66 GtC (from 285 to 316 ppm, with 2.13 GtC per ppm [Trenberth, 1981]), which is 41% of the total emissions of 162 GtC during the same period [Boden et al., 2009; Houghton, 2008].

[4] The purpose of the present study is to extend the trend analysis of the AF back to 1850, to re-do the analysis with data uncertainties and to re-examine the use of predictors of interannual variability. The results of several approaches are compared to re-consider the significance of any observed trend in the AF.

2. Data

[5] The present analysis combines the average concentration at Mauna Loa [Keeling et al., 2009] and South Pole [Keeling et al., 2008] from continuous atmospheric sampling by the Scripps Institute of Oceanography with ice core data from Law Dome [Etheridge et al., 1996; MacFarling Meure et al., 2006] and Siple [Friedli et al., 1986]. Uncertainties are set to 0.5 ppm for the monthly direct samplings, 2 ppm for Law Dome and 3 ppm for Siple.

[6] Emissions from fossil-fuel use and cement production are taken from Boden et al. [2009] and land use emissions from Houghton [2008]. For 2007, a 3.3% increase in fossil-fuel emissions is assumed [Netherlands Environmental Assessment Agency, 2009], while land use emissions after 2005 are kept constant for lack of newer data. Land use emissions are assigned uncorrelated uncertainties for annual values of 10% (estimated from the interannual variability of the data), and a systematic error of 60%, equal to the decadal uncertainty given by Prentice et al. [2001] and implemented as a scaling parameter over the entire analysis period (see below). No uncertainty has been assigned to the fossil-fuel emissions.

[7] The Niño-3 sea-surface temperature (SST) [NOAA, 2009] is used as a statistical indicator to reflect changes in El Niño/Southern Oscillation, as well as the Volcanic Aerosol Index (VAI) [Ammann et al., 2003] for the presence of climate-relevant stratospheric aerosols. It has been observed that atmospheric CO₂ increases faster if Niño3-SST is above average and more slowly if VAI is high [Jones and Cox, 2005; Knorr et al., 2007]. No uncertainties are assigned to those indices.

[8] The CO₂ concentration data with uncertainties are converted to atmospheric growth in GtC by matrix multiplication applying finite differences. The same matrix is then used to compute the error covariance matrix of the growth rate. For the directly sampled data, the growth rate is
calculated after computing annual means from partially gap-filled data, but considering the number of valid monthly data entries for error propagation. Annual means are taken from July to the following June, so that growth rates are centered at mid-year. The result is a continuous time series of annual CO₂ increase from 1961 to 2007. For Law Dome, means and uncertainties of CO₂ concentrations are converted to five-year averages before calculating finite differences. No averaging is done for the data from Siple station.

3. Methods

[9] The basic statistical model into which the data are assimilated describes \( R \), the rate of growth of atmospheric CO₂, as a function of a time varying airborne fraction \( (f_0 + s \times t) \) times fossil-fuel \( (F) \) plus land use \( (L) \) emissions plus two linear factors depending on Niño-3 SST anomalies \( (N) \) and volcanic aerosol index \( (V) \); \( t \) is defined as calendar year minus 2000:

\[
R(t) = (f + st)[F(t) + IL(t)] + nN(t) + vV(t) + \varepsilon(t)
\]  

(1)

\( \varepsilon \) is the residual error and \( E \) a scaling parameter that describes the systematic uncertainty of the land use emissions. \( \varepsilon \) is described by a Gaussian distribution and includes both data and model uncertainty. The prior value of \( E \) is 1 and the prior uncertainty \( \sigma_l = 0.6 \) (see below). \( V \) is annual VAI, and \( N \) Niño-3 SST anomaly with a 4-month lag between concentrations and SSTs (SSTs leading) and then annually averaged. The time lag was found to produce the highest correlation in a lagged-correlation analysis of \( V \) and \( N \) against time de-trended atmospheric growth rate \( (r = 0.79) \). The SST anomaly is computed by subtracting the 1961–2007 mean from the annual values. \( n \) and \( v \) are further parameters besides \( f \), \( s \) and \( l \). Prior to 1961, where no direct measurements enter the model, \( V \) and \( N \) are set to 0. An additional set of de-trended indicators for volcanic aerosols and ENSO are computed by a linear least squares fit through the annual data and retaining the residual as \( N_d \) and \( V_d \), respectively.

[10] The parameter estimation follows standard least-squares procedures. It is performed by minimising a cost function \( J \) defined as:

\[
J = \frac{1}{2}(R - D)^T C^{-1}(R - D) + \frac{1}{2} (l - 1)^2 \sigma_l^2,
\]  

(2)

where \( R \) is the rate of growth written as a vector over time steps, i.e., \( R = \{R(t_1), R(t_2), \ldots, R(t_m)\} \) where \( t_1 \) to \( t_m \) are the times for which atmospheric CO₂ growth data is available, \( D = \{D(t_1), D(t_2), \ldots, D(t_m)\} \) the vector of those atmospheric data \( (D(t) \) is observed atmospheric growth rate), \( C \) the error covariance matrix of the data and model and \( \sigma_l = 0.6. \sigma_l \) represents the systematic uncertainty of the emissions that scale over the entire time series and is consistent with the ca. 60% uncertainty of the decadal total land use emissions given by Prentice et al. [2001].

[11] \( C \) is a \( m \times m \) matrix again over the \( m \) points of time where data is available. It is the error covariance matrix for the difference between data and model, \( E \), and thus contains both data and model error [Tarantola, 1987; Rayner et al., 2005]. It is computed as

\[
C = C_D + C_E + C_L.
\]  

(3)

[12] \( C_D \) is the error covariance matrix of the atmospheric growth data, \( C_E \) is the error covariance matrix of the statistical model, and \( C_L \) the error arising from the uncorrelated uncertainties of \( L \).

[13] Two sets of optimizations of the parameters of equation (1) are performed: in the first set, \( C_E \), and \( C_L \) are 0 and \( \sigma_l \rightarrow \infty \), so no data error enters the estimation of the parameters. For the second set, the statistical model error is estimated from a previous optimization out of the first set via

\[
C_E = \frac{1}{d} \sum_{i=1}^{n} \varepsilon_i(t_i)^2.
\]  

(4)

[14] \( \varepsilon \) is the residual of the previous optimization, \( d \) is degrees of freedom and \( C_U = C_E U \), where \( U \) is the unity matrix. The additional model error arising from the uncorrelated error of the land use emissions, \( C_L \), is estimated from

\[
C_L = [\sigma_L (f_0 + s_0 t) L(t)]^2.
\]  

(5)

where \( f_0 \) and \( s_0 \) are again parameters \( f \) and \( s \) taken from the previous optimization without data uncertainties. \( C_L \) are the diagonal elements of \( C_L \), with off-diagonal elements equal to 0.

4. Results

[15] The simplest model of the atmospheric growth rate is one of a constant \( AF \) and yields \( f = 0.43 \) when fitted to all data. How well this simple model reproduces the observations at the multi-decadal time scale is shown in Figure 1. Interannual fluctuations are seen in the direct measurements. The difference between the two ice core records gives an impression of the likely uncertainty.

[16] Seven further optimizations are performed and the results shown in Table 1. Versions 1 and 2 neglect data
uncertainties ($C = C_\circ, \sigma_f \to \infty, l$ fixed) and are only applied to direct CO$_2$ measurements. Versions 3 and 4 additionally include data uncertainties, and the last two but one also data from the ice core record. Version 7 is included for compatibility with the results by Canadell et al. [2007] and replaces $N(t)$ and $V(t)$ by $N_d(t)$ and $V_d(t)$. In each of the groups of two, the first has $s$ and $v$ fixed at 0 (no predictors of interannual variability), while the second includes optimization of $n$ and $v$. Remember that $f$ represents the airborne fraction in 2000.

[17] The most important result is that inclusion of data uncertainties moderately increases the uncertainty of the trend estimate, $s$. Furthermore, the use of the interannual predictors ($nN + vV$) hardly reduces the uncertainty in $s$. The trend itself is either very close to zero (Versions 3 and 5), or slightly negative when using interannual predictors (Versions 4 and 6). In none of the cases there is a significant trend.

[18] The posterior parameter $l$ is always found to have a mean less than one, but with a large uncertainty. This indicates that the linear model of the AF fits the observations better if the land use emissions are scaled down, but that the absolute level of land use emissions remains highly uncertain. This impacts on AF and its level of uncertainty: if the posterior mean of $l$ is low (Versions 3 and 6), the posterior mean of $f$ is higher because lower emissions mean a larger fraction of CO$_2$ stays in the atmosphere.

[19] Figure 2 offers an explanation for why $l$ is reduced. The predicted emissions of Versions 3 and 4 (blue and green dashed lines) are mostly lower than the unadjusted emissions (black dashed), but increase more rapidly in relative terms after about 2000. In other words, an apparent recent increase in the AF can also be reproduced by downscaling the land use emissions, which is the solution preferred by the optimization compared to increasing $s$. Figure 2 also shows how well Version 4 (solid green line) reproduces the interannual variability seen in the observations [cf. Jones and Cox, 2005; Knorr et al., 2007].

[20] Version 7 shows $s$ to be positive at a 82% significance level (Table 1). This result is comparable to the one by Canadell et al. [2007], who also used a de-trended ENSO index (using the Southern Oscillation Index instead of SSTs) and VAI. If de-trending is abandoned, however, a negative trend emerges (Version 2). This behavior is a result of trends in $N$ (0.0082 Kyr$^{-1}$) and $V$ (–0.00043 yr$^{-1}$). With the optimal values of $n$ and $v$ (Version 2), these translate to a predicted total trend of 0.0145 GtC yr$^{-1}$. Including this additional predicted trend requires $s < 0$ to match the observations, unless trends in Niño-3 SST and VAI have deliberately been adjusted to zero.

5. Discussion

[21] The present analysis has identified some ambiguity regarding the inclusion of interannual predictors into the statistical model used to detect a trend in the AF. Whether it is advisable to do so or not depends on the question asked. If we want to detect a trend caused by climate change, then the same climate change may be responsible

<table>
<thead>
<tr>
<th>Version</th>
<th>Data</th>
<th>Ice</th>
<th>$N, V$</th>
<th>$f$</th>
<th>$s$ [yr$^{-1}$]</th>
<th>$l$</th>
<th>$n$ [GtC yr$^{-1}$ K$^{-1}$]</th>
<th>$\nu$ [GtC yr$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>0.45±0.022</td>
<td>0.001±0.0014$^b$</td>
<td>1$^c$</td>
<td>0$^d$</td>
<td>0$^e$</td>
</tr>
<tr>
<td>2</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>0.45±0.014</td>
<td>–0.001±0.0009$^d$</td>
<td>1$^c$</td>
<td>0.98±0.12</td>
<td>–15±2</td>
</tr>
<tr>
<td>3</td>
<td>yes$^e$</td>
<td>no</td>
<td>no</td>
<td>0.51±0.064</td>
<td>–0.002±0.0017$^b$</td>
<td>0.25±0.60</td>
<td>0$^e$</td>
<td>0$^e$</td>
</tr>
<tr>
<td>4</td>
<td>yes$^e$</td>
<td>no</td>
<td>no</td>
<td>0.46±0.047</td>
<td>–0.0018±0.0014$^b$</td>
<td>0.82±0.54</td>
<td>0.98±0.14</td>
<td>–15±3</td>
</tr>
<tr>
<td>5</td>
<td>yes$^e$</td>
<td>yes</td>
<td>no</td>
<td>0.46±0.051</td>
<td>0.0007±0.0014$^d$</td>
<td>0.73±0.54</td>
<td>0$^e$</td>
<td>0$^e$</td>
</tr>
<tr>
<td>6</td>
<td>yes$^e$</td>
<td>yes</td>
<td>no</td>
<td>0.51±0.035</td>
<td>–0.0019±0.0016$^b$</td>
<td>0.36±0.35</td>
<td>0.91±0.13</td>
<td>–14±2</td>
</tr>
<tr>
<td>7</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>0.44±0.014</td>
<td>0.0012±0.0009$^d$</td>
<td>1$^c$</td>
<td>0.98±0.13</td>
<td>–15±3</td>
</tr>
</tbody>
</table>

$^f$ is airborne fraction in 2000, $s$ is the trend in the airborne fraction, $l$ a scalar for land use emissions, and $n$ and $\nu$ parameters describing the impact of ENSO ($N$) and volcanic aerosols ($V$).

$^g$ Fixed value.

$^h$ Significant at 85%.

$^i$ Model uncertainty based on Version 1.

$^j$ Model uncertainty based on Version 2.

$^k$ Significant at 82%.
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for the observed trend in the ENSO signal. De-trending N then prevents the trend in the ENSO signal to be subtracted from s. However, the negative trend in the VAI is unrelated to the expected causes of a change in the AF. It would by itself be expected to lead to additional CO₂ remaining in the atmosphere (ν < 0, Table 1), i.e. an increase in the AF. This additional trend should be subtracted from the observed AF trend if the goal is to detect the underlying long-term behavior. In any case, inclusion of ENSO and VAI has not led to reduced uncertainties of the trend parameter, s.

[22] Another finding is that reducing the land use emissions by a scalar causes total emissions to become more consistent with a model of a constant airborne fraction. It is difficult to rate this as a strong indication that land use emissions are systematically overestimated, as it depends on the validity of the statistical model. The possibility, however, presents itself and, given the evidence from oxygen data [Bopp et al., 2002], would mean that a larger proportion of emissions is taken up by the ocean than what has been previously assumed. The analysis also shows that recent trends after 2000 can be explained by re-scaling land use emissions within their uncertainty ranges.

[23] The present treatment of systematic uncertainties in the land use emissions is rather simple, as systematic errors might have changed over time. Little is known about this, but inclusion of more parameters to allow temporal changes in systematic errors would have increased the uncertainty of the trend estimate. Uncertainties for fossil-fuel emissions, which are relatively small, have also been neglected. The uncertainty bounds reported here have therefore to be considered optimistic and, in the context of the question, conservative.

[24] Without the inclusion of ENSO and VAI in the analysis, the trend derived with data uncertainties is found to be very small, only 0.7 ± 1.4 or −0.2 ± 1.7% per decade, depending on whether the ice core record has been included or not. This is not significantly different from zero and in contrast to the previously published result [Canadell et al., 2007] reporting an increase of 2.5 ± 2.1% per decade, but obtained with de-trended VAI and ENSO index and without accounting for data uncertainties. The equivalent result reported here is 1.2 ± 0.9% per decade. The difference between the last two probably reflects remaining differences in the method chosen.

6. Conclusion

[25] From what we understand about the underlying processes, uptake of atmospheric CO₂ should react not to a change in emissions, but to a change in concentrations. A further analysis of the likely contributing processes is necessary in order to establish the reasons for a near-constant AF since the start of industrialization. The hypothesis of a recent or secular trend in the AF cannot be supported on the basis of the available data and its accuracy.

[26] Given the importance of the AF for the degree of future climate change, the question is how to best predict its future course. One pre-requisite is that we gain a thorough understanding of why it has stayed approximately constant in the past, another that we improve our ability to detect if and when it changes. The most urgent need seems to exist for more accurate estimates of land use emissions. Another possible approach is to add more data through the combination of many detailed regional studies such as the ones by Schuster and Watson [2007] and Le Quéré et al. [2007], or using process based models combined with data assimilation approaches [Rayner et al., 2005]. If process models are used, however, they need to be carefully constructed in order to answer the question of why the AF has remained constant and not shown more pronounced decadal-scale fluctuations or a stronger secular trend.
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