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DETECTING DECEIT VIA ANALYSIS OF VERBAL
AND NONVERBAL BEHAVIOR

Aldert Vrij, Katherine Edward, Kim P. Roberts, and Ray Bull

ABSTRACT: We examined the hypotheses that (1) a systematic analysis of nonverbal
behavior could be useful in the detection of deceit and (2) that lie detection would
be most accurate if both verbal and nonverbal indicators of deception are taken
into account. Seventy-three nursing students participated in a study about “telling
lies” and either told the truth or lied about a film they had just seen. The interviews
were videotaped and audiotaped, and the nonverbal behavior (NVB) and speech
content of the liars and truth tellers were analyzed, the latter with the Criteria-Based
Content Analysis technique (CBCA) and the Reality Monitoring technique (RM).
Results revealed several nonverbal and verbal indicators of deception. On the basis
of nonverbal behavior alone, 78% of the lies and truths could be correctly classi-
fied. An even higher percentage could be correctly classified when all three detec-
tion techniques (i.e., NVB, CBCA, RM) were taken into account.

KEY WORDS: detecting deceit; nonverbal behavior; Criteria-Based Content Anal-
ysis; Reality Monitoring,

There are, in principle, three ways to catch liars: (1) by observing how
they behave (the movements they make, whether or not they smile or show
gaze aversion, their pitch of voice, their speech rate, whether or not they
stutter, and so on), (2) by listening to what they say (analyzing the speech
content), and (3) by measuring their physiological responses. In order to
measure physiological responses, several polygraph test procedures have
been developed such as the Control Question Test (Raskin, 1979, 1982,
1986; Reid, 1947) and the Guilty Knowledge Test (Lykken, 1960, 1998).
Deception detection techniques based on what a person says include Con-
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tent-Based Criteria Analysis (CBCA) (Kshnken, 1990, 1996; Steller & Kohn-
ken, 1989) and Reality Monitoring (RM) (Porter & Yuille, 1996; Sporer,
1997). David Raskin and Gunter Kohnken—leading experts in lie detection
via physiological responses and via what is said, respectively-—both be-
lieve that detecting deception via nonverbal behavioral cues is a precar-
ious exercise on which people cannot rely (Kdhnken, 1997, personal com-
munication; Raskin, 1996, personal communication).

Research, so far seems to support this pessimistic view. When detect-
ing deceit via nonverbal cues, accuracy rates (percentage of correct an-
swers) usually vary between 45 and 60 percent, when a 50% accuracy rate
would be obtained by tossing a coin (DePaulo, Stone, & Lassiter, 1985a;
Kraut, 1980; Vrij, 2000). If accuracy at detecting lies is computed sep-
arately from accuracy at detecting truths, it emerges that people are partic-
ularly poor at detecting lies. In a recent review including approximately 40
studies, Vrij (2000) found a 67% accuracy rate for detecting truths and a
44% accuracy rate for detecting lies. (The high accuracy rate for truths and
the low accuracy rate for lies is the result of a ‘truth-bias: People’s ten-
dency to judge other’s messages as being truthful [Levine, Park, & McCor-
nack, 1999; Vrij, 2000]). Although the average hit rate for detecting truths
(67%) is reasonably high, it says little about lie detection skills. Good lie
detection implies high accuracy rates for both detecting truths and detect-
ing lies. Research has shown that it is possible to detect both lies and truths
above the level of chance (on average around 70% or above) when con-
ducting polygraph tests (Ekman, 1992; Vrij, 2000) or when using CBCA or
RM (Vrij, 2000; Vrij & Akehurst, 1998).

Although observers seem to perform relatively poorly in detecting de-
ceit while paying attention to nonverbal cues compared to detecting deceit
by analyzing with CBCA or RM or by measuring physiological responses,
we are reluctant to draw any firm conclusions on the basis of such compar-
isons, as those comparisons are unfair and inappropriate. Studies of detect-
ing deceit via examining physiological responses or via CBCA and RM
always include well-trained experts as lie detectors (because they are the
only ones who know how to conduct such examinations), whereas lay
persons (e.g., college students) are often used as lie detectors in studies
involving nonverbal behavior. Some nonverbal behavior studies, however,
used professionals such as police officers and customs officers as lie detec-
tors. Although several studies showed that even those professionals per-
form around the level of chance (DePaulo & Pfeifer, 1986; Kohnken, 1987;
Vrij, 1993). Ekman and his colleagues (Ekman & O’Sullivan, 1991; Ekman,
O’Sullivan, & Frank, 1999) found that some groups of professionals per-
form above the level of chance, such as members of the Secret Service and
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a group of federal officers with a special interest and experience in decep-
tion. The latter group obtained an accuracy rate (truths and lies combined)
of 73% (Ekman et al., 1999). However, even these hit rates are within the
range of scores reported in the literature for untrained human lie detectors
with no special experience (DePaulo, Anderson, & Cooper, 1999).

An explanation why professionals also seem to perform poorly in de-
tecting lies via examining nonverbal behavior is that they do not know
where to look and have false beliefs about which behaviors might be clues
to deception (Akehurst, Kohnken, Bull, & Vrij, 1996; Vrij & Semin, 1996).
Vrij and Semin (1996) found that 75% of professional lie detectors (police
officers, customs officers and so on) believe that liars look away, although
gaze aversion has not been found to be a reliable indicator of deception
{DePaulo et al., 1985; Vrij, 2000; Zuckerman, DePaulo, & Rosenthal,
1981). Research has shown that observers improve their skills in detecting
deceit if they receive some information about the relationship between
nonverbal behavior and deception. Lie detectors in deTurck’s (1991) study
obtained an accuracy rate of 70% after they were informed to ignore look-
ing at eye contact but to focus their attention on message duration, re-
sponse latency, pauses, nonfluencies, adaptors and hand gestures. These
accuracy rates are probably still not at their potential level due to the fact
that judges do not always use the information with which they are pro-
vided. Vrij (1994) informed judges that liars generally display fewer subtle
hand and finger movements than truth tellers, He then showed judges
videoclips of twenty different people. For each person, two video frag-
ments were presented simultaneously (on two different TV screens located
next to each other). In one fragment the person was lying and in the other
fragment the person was telling the truth. The judges were asked to indi-
cate for each person in which fragment the person was lying. By conse-
quently using the information provided, 75% of the answers could have
been correct. The average accuracy rate, however, was only 60%, suggest-
ing that the judges did not consistently apply the information provided.

It is therefore possible that even higher accuracy rates could be ob-
tained when a more sophisticated nonverbal behavior deception detection
method is used, excluding any subjective interpretations. The present ex-
periment examines this issue.

The crucial question is to which behaviors attention should be paid.
This question is difficult to answer, as research has shown that deception
itself is not related to a unique pattern of specific behaviors (DePaulo et al.,
1985; Ekman, 1992; Vrij, 1998, 2000; Zuckerman et al., 1981). In other
words, there is nothing like Pinocchio’s nose. However, liars might experi-
ence emotions while lying. The three most common types of emotion asso-
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ciated with deceit are fear, excitement (‘duping delight’) and guilt (Ekman,
1989, 1992). Liars might be afraid of getting caught, they might become
excited at having the opportunity of fooling someone, or they might feel
guilty (Ekman, 1992). In some situations, liars also might find it difficult to
lie. They have to think of plausible answers, should not contradict them-
selves, should tell a lie that is consistent with everything the other person
knows, should avoid making slips of the tongue, and have to remember
what they have said, so that they can say the same things when someone
asks them to repeat their story. Experiencing emotions and cognitive load
might result in signs of emotion and cognitive load which then gives the lie
away (Ekman, 1992; Vrij, 1998, 2000). Experimental studies concerning
how people behave under stress have been mainly conducted by Ekman
and his colleagues (Ekman, 1992; Frank & Ekman, 1997). They found that
under these circumstances it is possible to detect deceit (they reported hit
rates around 80%) by paying attention to signs of emotions which emerge
via (micro) facial expressions (Frank & Ekman, 1997) or by observing
smiles and pitch of voice (Ekman, O’Sullivan, Friesen, & Scherer, 1991).
The strongest evidence for the effects of raising the stakes would be ob-
tained by experimentally manipulating the stakes. In a series of experi-
ments conducted by DePaulo and her colleagues in which the stakes were
manipulated, it was found that high stake lies were indeed easier to detect
than low stake lies (DePaulo, Kirkendol, Tang, & O’Brien, 1988; DePaulo,
Lanier, & Davis, 1983; DePaulo, LeMay, & Epstein, 1991; DePaulo, Stone,
& Lassiter, 1985b; Lane & DePaulo, 1999). In one of our own recent
studies (Vrij, Harden, Terry, Edward, & Bull, in press) this finding was repli-
cated.

The present experiment deals with cognitive load. All participants
watched a videotape of a theft in a hospital. In a subsequent interview
specific questions about the film were asked. Some participants were re-
quested to recall what they had seen, whereas others were asked to lie
without having much time to prepare their lies. The fact that the partici-
pants had to lie almost spontaneously makes this task difficult for the liars
and we therefore expected liars, compared to truth tellers, to show more
behaviors that indicate cognitive load. In particular, we expected liars to
show a longer latency period, more ‘ah’ and ‘non-ah’ speech disturbances,
a slower speech rate and fewer illustrators and hand/finger movements
(Hypothesis 1) as these behaviors are associated with thinking hard (Bur-
goon, Kelly, Newton, & Keely-Dyreson, 1989; Ekman & Friesen, 1972;
Goldman-Eisler, 1968; Kohnken, 1989; Vrij, 1998). See the Method section
for a description of these behaviors. In order to find out to what extent truth
tellers and liars can be correctly classified on the basis of these behaviors,
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discriminant analyses were conducted with objective truth status as the
classifying variable and these six nonverbal behaviors as independent vari-
ables. It was expected that the analysis would reveal an accuracy rate (per-
centage of correct classifications of truth tellers and liars) above the level of
chance (Hypothesis 2).

Differences between liars and truth tellers in what they say are often
assessed using Criteria-Based Content Analysis (CBCA) (Ruby & Brigham,
1997; Steller & Kohnken, 1989; Vrij, 2000; Vrij & Akehurst, 1998). CBCA
was developed in Germany by Steller and Kéhnken (Steller & Kohnken,
1989) in order to evaluate statements from children who are witnesses or
alleged victims, most commonly of sexual abuse. Many authors still de-
scribe CBCA as a technique solely developed to evaluate statements made
by children in sexual offense trials (Honts, 1994; Horowitz, Lamb, Esplin,
Boychuk, Krispin, & Reiter-Lavery, 1997). Others, however, advocate the
additional use of the technique to evaluate the testimonies of adults who
talk about issues other than sexual abuse (Kohnken, Schimossek, Ascher-
mann, & Hofer, 1995; Porter & Yuille, 1996; Ruby & Brigham, 1997; Steller
& Kohnken, 1989). In CBCA, trained evaluators examine a statement and
judge the presence or absence of each of 19 criteria. Appendix 1 provides
a brief description of the CBCA criteria used in this study. Vrij and Akehurst
(1998) and Vrij (2000) give more detailed descriptions of the CBCA criteria.
The underlying hypothesis of CBCA is that a statement derived from an
actual memory of an experience differs in content and quality from a state-
ment based on invention or fantasy, and that only a person who has actu-
ally experienced an event is likely to incorporate certain types of content
into a statement about it. In other words, the presence of each criterion
strengthens the hypothesis that the account is based on genuine personal
experience. This hypothesis is originally stated by Undeutsch (1967, 1989)
and is therefore know as the Undeutsch-Hypothesis (Steller, 1989). Follow-
ing the Undeutsch-hypothesis, it was expected that liars would obtain
lower CBCA scores than truth tellers (Hypothesis 3), and that liars and truth
tellers could be correctly classified above the level of chance on the basis
of their CBCA scores (Hypothesis 4).

Recently, Reality Monitoring has been used as an alternative method
to measure verbal differences between responses believed to be true
and false (Alonso-Quecuty, 1992, 1996; Hernandez-Fernaud & Alonso-
Quecuty, 1997; Hofer, Akehurst, & Metzger, 1996; Manzanero & Diges,
1996; Roberts, Lamb, Zale, & Randall, 1998; Sporer, 1997). The core of
Reality Monitoring is that memories of real experiences are obtained
through perceptual processes and are therefore likely to contain perceptual
information (visual details and details of sound, smell, taste, or physical
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sensations), contextual information (details about where and when the
event took place), and affective information (details about how someone
felt during the event). Accounts of imagined events are derived from an
internal source and are therefore likely to contain cognitive operations,
such as thoughts and reasonings (‘' can only remember my thinking of
what my friend would like to have for a present’) (Johnson, Hashtroudi, &
Lindsay, 1993; Johnson & Raye, 1981, 1998). It was therefore expected
that truth tellers would obtain a higher Reality Monitoring score than liars
(Hypothesis 5) and would include more perceptual, contextual and affec-
tive information in their statements than liars (Hypothesis 6). Liars, on the
other hand, are likely to include more cognitive operations in their state-
ments than truth tellers (Hypothesis 7). It was also expected that liars and
truth tellers could be correctly classified above the level of chance on the
basis of their Reality Monitoring scores (Hypothesis 8).

Finally, it was investigated whether a combination of the two verbal
techniques and the nonverbal technique would classify liars and truth
tellers more accurately than the individual techniques. We expected this to
be the case. A combined technique takes more information into account
than do individual techniques, and, the more aspects of liars that will be
scrutinized, the more likely it is that their lies can be detected (Hypothesis
9).

Method

Participants

A total of 73 nursing students participated, 20 males and 53 females.
Their average age was M = 28.89 years (SD = 7.9 years). Originally, 79
participants took part in the experiment. Three participants, however, gave
answers which lasted less than 10 seconds. As it is impossible to perform
CBCA assessments on very short statements, these participants were dis-
regarded in the analyses. Another two participants did not lie when re-
quested to do so and one participant lied when asked to tell the truth.
These participants were also disregarded in the analyses.

Procedure

Nursing students were recruited at the University of Portsmouth nurs-
ing school. They were asked to participate in a study about “telling lies.”
Each student participated individually and received £5 for their participa-
tion. First of all, in order to motivate the nurses to try to perform well in the
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study they were told that the ability to lie successfully is extremely impor-
tant to nurses and that good nurses may need to be good liars. Previous
research has indicated that this information does increase participants’ mo-
tivation to perform well (DePaulo, Kirkendol, Tang, & O’Brien, 1988; De-
Paulo, Lanier, & Davis, 1983). They were then told that they would see a
video and that they would be interviewed twice about this video. In one
interview they had to recall what they had seen and in the other interview
they had to lie. The order in which the truthful and deceptive interviews
took place was counterbalanced. Only the first interviews (deceptive for
some participants and truthful for others) were analyzed, creating a be-
tween-subjects design. We introduced the study to the participants as a
within-subjects design because we wanted all participants to lie. We did
this for motivation purposes: (1) in this case nobody could think that they
were allocated to a ‘control condition” and (2) the information about the
good liar-good nurses relationship was relevant to all participants. The
nurses were then shown a video of 118 seconds in length. This videotaped
event featured a colour presentation of the theft of a bag from a patient by
a visitor. In the video, a woman enters a hospital and walks to the first
floor. While walking down the corridor, she notices a patient lying in bed
with a handbag next to her. The visitor enters her room, looks at the pa-
tient’s name plate and pretends that she knows the patient. She then takes
the bag and starts to walk out of the room. The patient notices the theft and
asks the visitor to return the handbag. A nurse comes in and asks what is
going on. The patient tells the nurse that she does not know the visitor and
that the visitor is trying to steal her bag. The visitor tells the nurse that she
is the patient’s neighbour and that the patient is confused. The nurse then
leaves the room. The video finishes with the visitor smiling as she opens
the patient’s purse and notices money in it.

After watching the video, participants in the truthful condition (N =
34) were asked the following three general and open-ended questions:
What did the nurse do? What did the patient do? and What did the visitor
do? They were asked to answer all questions truthfully. Participants in the
deception condition (N = 39) were asked to lie while answering the same
three questions. In order to make the task not too difficult for the partici-
pants they were informed about two of the three questions that would be
asked before the interview started and they were given approximately 15
seconds to think about an answer. Which questions were told beforehand
was counterbalanced. Analyses showed that this manipulation had no ef-
fect on either the verbal or nonverbal behavior displayed by the partici-
pants and will therefore be disregarded in this article. All interviews were
videotaped and audiotaped and were transcribed verbatim from the audio-
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tapes (the transcripts included the stutters made by the participants). The
answers of truth tellers were significantly longer (M = 89 seconds,
SD = 46) than the answers of liars (M = 42 seconds, SD = 19), A1,
71) = 34.06, p < .01).

Dependent Variables

Two observers coded the behavior of the participants independently,
and Pearson’s correlations were conducted between the two sets of data
from the two coders to detect any differences in judgement. The observers
were not informed as to whether the participants were lying or telling the
truth and had not seen the stimulus video. They employed a coding system
used by us in previous studies (Akehurst & Vrij, 1999; Vrij, 1991, 1995;
Vrij, Semin, & Bull, 1996; Vrij, Akehurst, & Morris, 1997). The following
ten behaviors were coded (the ‘ah’ and ‘non-ah’ speech disturbances were
scored on the basis of a typed verbatim text):

—gaze aversion: number of seconds for which the participant looked
away from the interviewer (2 coders, r = .95, p < .01)

—smiling: frequency of smiles and laughs (2 coders, r = .90, p < .01)

—jllustrators: frequency of arm and hand movements which were de-
signed to modify and/or supplement what was being said verbally
(Ekman & Friesen, 1969) (2 coders, r = .96, p < .01)

—adaptors: frequency of scratching the head, wrists etc. Rubbing one’s
hands together were not coded as adaptors but as hand and finger
movements (2 coders, r = .94, p < .01)

—frequency of hand and finger movements: Movements of the hands or
fingers without moving the arms (2 coders, r = .92, p < .01)

—frequency of foot and leg movements: Movements of feet or legs.
Simultaneous movements of feet and legs were scored as one move-
ment (2 coders, r = .93, p < .01)

—speech hesitations: frequency of saying ‘ah’ or ‘mm’ between words
(2 coders, r = .95, p < .01)

—speech errors: frequency of word and/or sentence repetition, sentence
change, sentence incompletion, and slips of the tongue (2 coders,
r=.91,p<.01).

— latency period: period of time between the question being asked and
the answer being given (2 coders, r = .98, p < .01)

—speech rate: number of spoken words (using the count option in
WordPerfect) divided by the length of interview minus latency period
(2 coders, r = .98, p < .01).
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The Pearson’s correlations show evidence of a strong consistency between
the two coders. Thus, the behavioral scores were based on the average
scores of the two coders and are presented in Table 1. The reported dura-
tion and frequencies of all categories of nonverbal behavior were corrected
for the length of the interviews or for the number of spoken words. Patterns
listed from gaze aversion down to foot and leg movements were calculated
on a per minute basis. Patterns for ah and non-ah disturbances were calcu-
lated per 50 words. Latency period scores represent the average latency
period per question. Two independent raters received training in CBCA
scoring. First, both raters read all the major published papers about CBCA.
Second, they were trained in CBCA scoring by a British CBCA expert.
Third, both the trainee raters and the expert rater evaluated several exam-
ple transcripts (from a different study). Fourth, the three raters compared
their results and feedback was given by the expert rater. Following com-
mon procedure (Craig, 1995; Hershkowitz, Lamb, Sternberg, & Esplin,
1997; Lamb, Sternberg, Esplin, Hershkowitz, Orbach, & Hovav, 1997;
Lamb, Sternberg, Esplin, Hershkowitz, & Orbach, 1997; Landry & Brigham,
1992; Ruby & Brigham, 1998; Vrij, Kneller, & Mann, 2000; Winkel & Vrij,
1995; Zaparniuk, Yuille, & Taylor, 1995) the two observers in the present
study scored for each of the three answers the presence or absence of each
of the CBCA criteria’ used in this study, with exception of criterion 3 (quan-
tity of details): ‘1" was assigned when the criterion was present and ‘0’
when the criterion was absent. Per criterion a total score for the whole
interview was calculated by adding the three scores for the three individual
answers and then dividing this total score by three. In order to score crite-
rion 3, the raters counted per interview the number of details mentioned.
Ratings took place by using the transcripts, and the raters were blind to the
experimental conditions. Correlations between the two coders for each of
the criteria were satisfactory. They were lower than the correlations with
regard to nonverbal behaviors, but higher than found by some others in
CBCA research (Anson, Golding, & Gully, 1993): logical structure: r=.55,
p < .071; unstructured production: r=.65, p < .01; quantity of details:
r=.90, p < .01; contextual embedding: r=.85, p < .01; description of in-
teractions: r=.90, p < .01; reproduction of speech: r=.97, p < .01; un-
usual details: r=.77, p < .01; superfluous details: r=.69, p < .01; ac-
counts of mental state: r=.58, p < .01; attribution of perpetrator’s mental
state: r=.71, p < .07; spontaneous corrections: r=.54, p < .01; admitting
lack of memory: r=.89, p < .01; raising doubts about one’s own memory:
r=.70, p < .01; pardoning the perpetrator: r=1.00, p < .01. The scores
for each of the criteria were therefore based on the average scores of the
two coders.

L
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The next step was to calculate a total CBCA score, which is common
in CBCA research (Craig, 1995; Esplin, Boychuk, & Raskin, 1988, cited in
Raskin & Esplin, 1991; Hershkowitz et al., 1997; Lamb et al., 1997a, b; Vrij
et al., 2000; Winkel & Vrij, 1995). In order to calculate the CBCA score,
the scores for the 14 criteria were dichotomized. With regard to number of
details, a median split (N = 13.50) was used. Those 50% of the partici-
pants (N = 37) with a score higher than 13.50 obtained ‘1" on this crite-
rion, the other 50% obtained a score of ‘0.” Dichotomizations for the other
criteria occurred on the basis of presence or absence of a criterion in the
whole interview. A score of ‘0’ was assigned when the criterion was ab-
sent, and a score of ‘1" was assigned when the criterion was present. The
total CBCA score was the total score of the 14 criteria and could range
from 0 to 14.

Two independent raters received training in RM-scoring. A British RM-
expert provided the judges with a detailed description of how the criteria
should be scored, including some case examples. On the basis of this infor-
mation the judges felt capable of scoring the transcripts without any further
instructions. This is in agreement with Sporer (1997) who also found that it
is much easier to teach (and to learn) Reality Monitoring scoring than
CBCA scoring. With regard to the present study, the two raters scored per
interview the frequency of occurrence of visual details {(which includes
actions) (“The visitor® came in? and kissed® the patientd are four visual
details (a, b, ¢, and d), sound details (“She said that is my bag” is one
sound detail), time details (“When the nurse came in, the patient . . .” is
one time detail), details about location (“The visitor walked through the
corridor” is one location detail), and cognitive operations (‘the patient
didn’t believe she knew the visitor’ is one cognitive operation). Affective
information is similar to CBCA criterion 12 (accounts of subjective mental
state} and therefore was not scored again, the CBCA score for this criterion
being used in the Reality Monitoring scores. Ratings took place using the
transcripts and the raters were blind to the experimental conditions. Inter-
coder reliability scores (Pearsons’s correlations) were calculated for all the
individual criteria (visual details: r=.96, p < .01; sound details: r=.77,
p < .01; details about location: r=.72, p < .01; time details: r=.85,
p < .01; cognitive operations: r=.75, p < .01). The correlations showed
consistency amongst the two coders and scores for each of the criteria
were therefore based on the average scores of the two coders. Table 2
provides the results for the individual Reality Monitoring criteria. In order
to create the Reality Monitoring scale each variable was dichotomized. A
median split (N = 10.50) was used for visual details. Those 50% of the
participants with a score higher than 10.50 obtained ‘1’ on this criterion,
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the other 50% obtained a score of ‘0.”? Dichotomizations for the other
criteria occurred on the basis of absence or presence of each of the criteria
in the interview. A score of ‘0" was assigned when the criterion was absent,
and a score of ‘1" when the criterion was present. Cognitive operations
were not included in the total Reality Monitoring score as the presence of
this criterion does not indicate truth telling (as is the case with the other
criteria). The Reality Monitoring scale therefore contained five criteria (vi-
sual details, sound details, details about locations, details about time and
affective information) and the total score could range from 0 to 5.

Results

In order to test Hypothesis 1 (liars display a longer latency period, more ah
and non-ah speech disturbances, a slower speech rate and fewer illustra-
tors and hand/ffinger movements than truth tellers), Hypothesis 3 (truth
tellers will obtain a higher CBCA score than liars) and Hypothesis 5 (truth
tellers will obtain a higher RM score than liars) a MANOVA was conducted
with Deception (yes or no) as factor and the nonverbal behaviors, total
CBCA score and total RM score as dependent variables. The MANOVA
revealed a significant effect, (12, 60) = 5.11, p < .01. Table 1 provides
the univariate outcomes. As can be seen in Table 1, several significant
differences emerged between liars and truth tellers. Compared to truth
tellers, liars made fewer illustrators and hand and finger movements, had
more ah-speech disturbances, and waited longer before giving an answer.
These findings support Hypothesis 1. Furthermore, truth tellers obtained a
higher CBCA score® and a higher RM score than liars. Therefore, Hypoth-
eses 3 and 5 are also supported.

In order to test Hypothesis 6 (truth tellers will include more percep-
tual, contextual and affective information in their statements than liars) and
Hypothesis 7 (liars are likely to include more cognitive operations in their
statements than truth tellers) a MANOVA was conducted with Deception
(yes or no) as factor and the individual (not dichotomized) Reality Monitor-
ing criteria as dependent variables. The MANOVA showed a significant
effect, F(5, 67) = 9.61, p < .01. Table 2 gives the results for the individual
Reality Monitoring criteria. As can be seen in Table 2, truth tellers included
more perceptual details (vision and sound), more information about loca-
tions and more information about time in their accounts than liars. This
supports Hypothesis 6. In contrast to what was predicted in Hypothesis 7,
liars mentioned fewer cognitive operations than truth tellers.

In order to test Hypotheses 2, 4, 8 and 9, four discriminant analyses
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TABLE 1

Nonverbal Behavior as a Function of Deception

Condition
Truth Lie
Behavior m (sd) m (sd) F(1,71)
gaze aversion 4.66 (6.5) 6.33 (8.2) 91
smiles .66 (1.0) 1.66 (3.1) 3.24
illustrators 6.74 (8.1) 1.64 (5.0) 10.86**
adaptors 1.97 (3.8) .86 (3.0 1.93
hand/ffinger movements 15.73 (13.7) 9.17 (13.0) 4.42*
foot/leg movements 11.62 (9.7) 13.78 (16.9) 43
ah speech disturbances 2.73 (2.7) 4.64 (3.4) 7.00**
non-ah speech disturbances 98 (1.8) 1.62 (2.3) 1.73
latency period 2.24 (1.4) 3.65 (4.3) 5.73*
speech rate 130.23 (49.4) 142.11 (64.3) .76
CBCA 5.32 (2.0) 3.31 (1.5) 23.44%**
RM 3.20 (1.3) 2.00 (1.1 14.58**

**p < .01, *p < .05.

were conducted determining the accuracy of the detection techniques in
classifying liars and truth tellers. In these analyses, the objective truth status
was the classifying variable and the six nonverbal behaviors mentioned in
Hypothesis 1, total CBCA score and total RM scare were the independent
variables. The results are given in Table 3. First of all, it can be seen that
the analysis with nonverbal behaviors as variables yielded a highly signifi-
cant discriminant function, x2(4, n=73) = 23.57, p < .01. Four variables
contributed to this function: lllustrators (Wilks” lambda = .87), ah speech
disturbances (Wilks’ lambda = .78), hand and finger movements (Wilks’
lambda = ), and latency perlod (Wilks” lambda = .71). In total, 70.6%
of the truth tellers and 84.6% of the liars were correctly classified resulting
in a total accuracy score of 78.08%. This supports Hypothesis 2.* Also the
discriminant analyses with the total CBCA scores and RM scores as vari-
ables resulted in highly significant discriminant functions (see Table 3) and
correct classifications of the majority of participants (72.60% with CBCA
and 67.12% with RM respectively). This supports Hypotheses 4 and 8.
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TABLE 2

Reality Monitoring Criteria as a Function of Deception

Condition
Truth Lie
Criteria m  (sd) m (sd) F(1,71)
Perceptual information: vision 13.13 (6.3) 9.45 (3.7) 9.39**
Perceptual information: sound 3.31 (2.2) 1.26 (1.4) 22.88**
Spatial information 2.03 (2.1) 1.30 (1.2) 3.53*
Temporal information 1.35 (1.4) 28 (.7) 18.57**
Cogpnitive operations 3.32 (2.1 1.71 (1.7) 12.88**

**p < .01;*p < .05

The fourth discriminant analysis revealed that, as was predicted in Hy-
pothesis 9, the combination of the two verbal techniques with the nonver-
bal technique resulted in the highest accuracy scores, in particular a higher
accuracy rate for detecting truths was obtained. In that case, 76.5% of the
truth tellers and 84.6% of the liars were correctly classified, resulting in a
total accuracy score of 80.82%. The discriminant function was highly sig-
nificant, x2 (6, n=73) = 38.79, p < .01. Six variables contributed to this
function: CBCA score (Wilks’ lambda = .74), latency period (Wilks’
lambda = .67), hand and finger movements (Wilks’ lambda = .63), ah-
speech disturbances (Wilks’ lambda = .60), illustrators (Wilks’ lambda =
.58) and speech rate (Wilks’ lambda = .57).

Discussion

Previous research has created a pessimistic view about the possibility of
detecting lies by analyzing nonverbal behavior. We argued that it might be
possible to detect lies when the appropriate behaviors are taken into ac-
count and subjective interpretations are disregarded. We defined appropri-
ate behaviors as signs of emotion or signs of cognitive load. As mentioned
in the introduction, DePaulo’s work revealed that high stake lies are easier
to detect than low stake lies, and Ekman’s work showed that up to 80% of
truths and lies can be detected in high stake situations while paying atten-
tion to behavioral signs of emotion. Qur findings revealed similar high per-
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centages of accurately detecting truths and lies in situations which require
hard thinking while taking signs of cognitive load into account.’ The find-
ings suggest that, if properly applied, analyzing nonverbal behavior might
be an accurate tool to detect deceit.

The liars in this study were facing a difficult task. They had to make
up a story (had to tell a so-called ‘bold-faced lie’ [McCornack, 1997])
and had to do this almost spontaneously. It is therefore perhaps not sur-
prising that they showed signs of cognitive load. To what extent are these
bold-faced lies realistic? McCornack (1997) argues that bold faced lies
comprise only a small portion of the deceptive messages and that most
deceptive messages in daily life involve subtle and complex packaging of
both false and truthful elements. We have no reason to dispute this view,
but would like to emphasize that bold-faced lies do occur in daily life
settings. They also take place in police interviews. For example, in our
analysis of police interviews with a convicted murderer (Vrij & Mann, in
press) we came across a bold-faced lie, which is related to how he met
the victim. Substantial evidence (several independent eye witnesses and
physical evidence) has shown that he went to location A and that he
made contact with the victim. He strongly denied this and told the police
instead that he met the victim at location B (which was totally different
from location A) and that the victim approached him. He described in
detail how the victim contacted him, a story which was entirely fabri-
cated. Another of our studies (Vrij & Mann, in press, b) involved two
more apparently bold-faced lies. In one case, a man who was found
guilty of the murder of his wife claimed that people forced themselves
into his house, killed his wife, beat him until he was unconscious and
tied him up. He had several injuries which, he claimed, were the result of
the attack. The man, however, had injured himself in an attempt to make
his story more plausible. In another case, a woman who was found guilty
of killing her boyfriend told the police that they were the victims of road
rage and that a stranger chased their car and eventually killed her boy-
friend. All these seem to be examples of bold-faced lies. One might argue
that even bold-faced lies are often not total fabrications as people, when
fabricating a story, could simply describe a situation they had experi-
enced before. It is unlikely that the liars in the present study could do
this, as they were forced to fabricate about a specific situation, namely
the activities of a patient, nurse, and visitor in a hospital. We acknowl-
edge that some bold-faced lies are probably not total fabrications, but we
believe that some are. For example, had the woman ever experienced a
road rage event in her life before? Similarly, was the man beaten until
unconscious and tied up in his life before? We do not know the answers
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to these questions but their stories might well have been total fabrica-
tions.

We instructed the liars in our study to tell total fabrications not be-
cause we are particularly interested in this type of lie, but because we
wanted to create a situation in which the lie requires mental effort. We
acknowledge that in real life telling lies often does not require more mental
effort than telling the truth. McCornack (1997, p. 102) convincingly argued
that deception possesses fundamental cognitive efficiency advantages over
truth telling within certain contexts. For example, by receiving a present
which you do not like from an acquaintance it is often easier to lie and to
say that you like the present than to express your true opinion. We believe
that in real life some lies do require mental effort, as our own study with
the convicted murderer revealed (Vrij & Mann, in press, a). When the po-
lice interviewed him the first time, he was asked ‘What did you do on that
particular day?” He described his activities in detail and in chronological
order but his behavior changed as soon as he started to describe his activ-
ities during the afternoon. The police later discovered that he lied in that
part of the interview. While lying, the man showed more gaze aversion,
had longer pauses, spoke slower and made more speech errors than when
he was telling the truth. This behavioral pattern is typical for somebody
who has to think hard. Perhaps it was surprising that the man gave the
impression that he had to think hard. As he told the police, he knew he
was a suspect in this case and expected to be interviewed. There is also
evidence that he had prepared himself for the police interviews. A possible
explanation is that he was not very bright, thus not fully taking advantage
of the preparation time that was available to him. As Ekman and Frank
{1993) have pointed out, preparation probably does not benefit liars who
are not so clever. If intelligence really affects preparations, then criminals
or guilty suspects might be in a disadvantageous position during police
interviews as their [Q is often rather low (Gudjonsson, 1992).

It also might explain the preliminary findings of our current analyses of
interviews with suspects in police interviews (Mann, Vrij, & Bull, 1998).
They reveal that when suspects lie they show a decrease in illustrators, an
increase in pauses and an increase in latency period. In other words, sus-
pects seem to show signs of cognitive load. In our view, systematic and
detailed analyses of nonverbal behavior displayed by suspects and looking
for signs of cognitive load are therefore useful to detect deceit.

Obviously, signs of cognitive load per se do not necessarily indicate
deception, as truth tellers might have to think hard as well. Detecting de-
ceit by paying attention to nonverbal behavior in real life settings is a two
stage process (Vrij, 2000). First, signs of emotion (guilt, fear, excitement or
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any other emotion) or cognitive load need to be detected and, second,
explanations for these signs should be given, where deceit is only one
possible explanation. This process may reveal lies. As was mentioned
above, the convicted murderer changed his behavior as soon as he started
describing his activities during the afternoon (Vrij & Mann, in press, a). We
wondered why and hypothesized that he was lying at that particular mo-
ment. Our intuition turned out to be correct.

In theory it is possible that in the present experiment the behavior of
an extraordinary sample of people was examined whose lies are easy to
detect. There is evidence that this was not the case. In a recent study (Vrij
& Baxter, 1999), we randomly selected fragments of 10 interviews out of
the 73 interviews analyzed in the present study and showed these inter-
views to 50 college students. We asked the students to indicate for each
person in the interview whether the person was lying or not. The students
achieved an accuracy rate of 56% for truths and 50% for lies. These out-
comes are typically found in this type of detection of deception experi-
ment.

The results of the present experiment further revealed that accuracy
rates above the level of chance were obtained with both CBCA assess-
ments and Reality Monitoring assessments. It is difficult to make a compari-
son of both methods at this stage. CBCA might well have been in a disad-
vantageous position in this comparison, as it was used in a context other
than the one for which it was designed. As stated earlier, CBCA was origi-
nally designed for assessing statements of children in sexual abuse cases. In
this study it has been used to assess adults’ statements. Some researchers
have advocated the use of the CBCA technique to also evaluate the testi-
monies of adults who talk about issues other than sexual abuse. The rea-
sonably high accuracy rate obtained in the present study (72.6%) support
their view. Reality Monitoring might have been in a disadvantageous posi-
tion as well. One important aspect of Reality Monitoring is looking for
perceptual information, such as cues of sound, vision, smell, taste or touch.
As participants did not actually take part in an event—they were only
watching a videotape—they could not smell, taste or touch anything (and
therefore did not mention any of these cues). Finally, the comparison of
both verbal methods was not entirely fair because accounts of mental state
were counted only under CBCA. These scores were then added in the Re-
ality Monitoring lie detection scale as well. CBCA was hereby given a po-
tential advantage.

A logical step is to combine both verbal methods. An interesting addi-
tion to the CBCA list of criteria would be the Reality Monitoring criterion
‘perceptual information” (criterion 2). For example, pornographic films may
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increase children’s knowledge about sexual acts. As a result, an unex-
perienced child may give a detailed account about a non-experienced sex-
ual encounter after watching a pornographic film. However, in such a re-
call details about smell and taste will be missing, as genuine experiences
are required for such details. Details about smell and taste in statements
about sexual abuse may therefore be a strong indication that the statements
are based upon real experiences (unless smell and taste were mentioned by
people in the pornographic film).

There was no support for Hypothesis 7 which suggested that liars
would include more cognitive operations in their accounts than truth
tellers. Previous deception research with Reality Monitoring also could not
support this hypothesis (Alonso-Quecuty, 1992, 1996; Hofer et al., 1996;
Roberts et al., 1998; Sporer, 1997). One explanation is that people use
cognitive operations in order to facilitate and enhance later memory for
experienced events (Roediger, 1996). For example, a person who drove fast
in Germany might try to remember this in two different ways. First, the
person could remember having actually looked at the speedometer to find
out how fast he or she was driving. Alternatively, they could remember this
by logical reasoning, for example, by thinking that he or she must have
driven fast because they used the motorway. The latter alternative, in
which a cognitive operation is included, is an easier way of remembering
having driven fast than the first alternative. When the person is asked a
couple of years later whether he or she drove fast through Germany it is
therefore more likely that the person will remember this by thinking that he
or she drove on the motorway than by remembering having checked the
speedometer. As a result, the person’s memory about this experienced
event will contain a cognitive operation. Due to the lack of support for
cognitive operations found in the present and previous studies, we suggest
this variable should not be included in a Reality Monitoring lie detection
scale. As was mentioned in the method section, cognitive operations was
not included in the Reality Monitoring scale in the present study either.
Including this variable in the Reality Monitoring scale and rerunning the
discriminant analysis led to a significant discriminant function (x2(1,
n= 73) = 8.53, p < .01, eigenvalue = .13, Wilks’ Lambda = .89) but to
lower hit rates (truth: 70.6%, lie: 53.8%, total: 61.64%) than the hit rates
obtained without cognitive operations (see Table 3).

Although previous studies suggest that verbal cues (CBCA and RM) are
more powerful discriminators between truths and lies than nonverbal cues
{(see introduction), such studies typically do not compare verbal cues and
nonverbal cues directly, making it impossible to determine the relative
power of both sets of discriminators. Such a direct comparison was made

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.




257

ALDERT VRI), KATHERINE EDWARD, KIM P. ROBERTS, RAY BULL

in the present experiment. Interestingly, the present findings did not show
superiority of verbal cues above nonverbal cues. However, we acknowl-
edge that more research needs to be done. Such studies should incorporate
different types of lie.

Instead of comparing verbal and nonverbal detection methods, in our
view a more fruitful approach would be to investigate to what extent a
combination of verbal and nonverbal detection methods lead to higher
accuracy rates than the two types of method independently. The present
study showed that the highest accuracy rates were obtained by combining
the verbal and nonverbal techniques. The discriminant analysis that took
all three techniques into account could correctly classify 80.82% of the
liars and truth tellers and both verbal (CBCA) and nonverbal cues contrib-
uted to the significant discriminant function. Some Reality Monitoring
researchers (Porter & Yuille, 1996; Roberts et al., 1998) already use a
combined instrument by including speech disturbances in their Reality
Monitoring scale. Our findings support this idea. In the discriminant anal-
ysis in which the three techniques were included, both speech distur-
bances and verbal cues (CBCA score) contributed to the discriminant func-
tion. The discriminant function, however, revealed that in addition to
speech disturbances, behaviors such as illustrators, hand and finger move-
ments, and latency period made an important contribution to detecting
deceit as well. We therefore recommend to also take behaviors other than
speech disturbances into account when attempting to detect deceit.

Concerning the methodology of the study, one issue merits attention.
All participants watched the same 2 minute video of a theft in a hospital. It
might be that the truths told by the participants bore more similarity to one
another than the lies they told. On the basis of this, it might be that a coder
could probably tell after a few trials of coding which narrative they were
coding were probably truthful and which were lies. This ‘knowledge’ might
have affected their codings. Although this sounds reasonable, we do not
think that this actually happened, as the stories of truth tellers did not show
too much similarity. Some truth tellers used a ‘global approach” and just
mentioned in a few sentences what, in their view, were the main events in
the video. However, different truth tellers who applied this approach
phrased the events differently and mentioned different events. Other truth
tellers used a more detailed approach and discussed the video in more
detail. Even in this situation the stories of different truth tellers varied, as
different truth tellers mentioned different details.

With regard to the ecological validity of the present study, probably
the most obvious criticism is that we asked our participants to describe an
event they had watched on a video rather than describing a live event in
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which they had actually participated. There were two reasons why we
chose a videotaped event, First, we wanted to create a highly controlled
and standardised situation. We believe that it is essential to test innovative
ideas (such as comparing different detection of deception techniques) in
highly controlled situations first, as the exact impact can only be deter-
mined in such situations. Second, recent research has shown that watching
an event on a video or actually taking part in such an event results in
similar CBCA scores (Akehurst, Khnken, & Hdafer, 1995). This suggests
that a method utilizing a videotaped event has a positive effect on the
standardization of the study without compromising its ecological validity
too much. Despite this, we do acknowledge that deception research
should also include studies with higher ecological validity than that of the
present study.

Appendix 1:
A Brief Description of the CBCA Criteria Used in This Study

1. Logical structure. Logical structure is present if the statement essentially
makes sense, that is, if the statement is coherent and logical and the differ-
ent segments fit together, that is, for example different segments are not
inconsistent or discrepant. 2. Unstructured production. Unstructured pro-
duction is present if the information is scattered throughout the statement
instead of mentioned in a structured, coherent and chronological order.
The incoherent and unorganized manner of presentation is, for instance,
caused by digressions or spontaneous shifts of focus. 3. Quantity of details.
This criterion requires that the statement must be rich in detail, that is,
specific descriptions of place, time, persons, objects and events should be
present. 4. Contextual embedding. Contextual embedding is present if the
events are placed in time and location, and when the actions are con-
nected with other daily activities and/or customs. 5. Descriptions of inter-
actions. This criterion is fulfilled if the statement contains information
about interactions involving at least the accused and witness, and if this
information consists of three parts, i.e. an action of actor A leads to a
reaction of actor B which leads to a reaction of actor A again. 6. Reproduc-
tion of speech. Reproduction of speech is present if speech, or parts of the
conversation, is reported in its original form and if the different speakers
are recognizable in the reproduced dialogues. This criterion is not satisfied
by a report about the content of a dialogue; it is only satisfied when there is
a virtual replication of the utterances of at least one person. 8. Unusual
details. Unusual details refer to details of persons, objects, or events which
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are unusual and/or unique but meaningful in the context. 9. Superfluous
details. Superfluous details are present if the witness describes details in
connection with the allegations which are not essential for the accusation,
such as a child who says that the adult tried to get rid of the cat which
entered the bedroom because he (the adult) is allergic to cats. 12. Accounts
of subjective mental state. This criterion is present when the witness de-
scribes feelings or thoughts experienced at the time of the incident, as well
as reports of cognitions, such as thinking about how to escape while the
event was in progress. 13. Attribution of perpetrator’s mental state. This
criterion is present if the witness describes her or his perceptions of the
perpetrator’s feelings, thoughts or motives during the incident. 74. Sponta-
neous corrections. This criterion is fulfilled if corrections are spontaneously
offered or information is spontaneously added to material previously pro-
vided in the statement (spontaneous means without any interference by the
interviewer). 15. Admitting lack of memory. This criterion is present if a
witness admits lack of memory by either saying “I don’t know” or “l don’t
remember” or by giving a more extensive answer. 16. Raising doubts about
one’s own testimony. This criterion is present if the witness expresses con-
cern that some part of the statement seems incorrect or unbelievable. 78.
Pardoning the perpetrator. Pardoning the perpetrator is present if the wit-
ness tends to favour the alleged perpetrator in terms of making excuses for
the alleged perpetrator or failing to blame the alleged perpetrator.

Notes

1. Given the fact that in this study statements of adults were used, we thought that several
criteria would be inappropriate and were therefore ignored. These criteria were: accurately
reported details misunderstood (criterion 10), related external associations {(criterion 11)
and details characteristic of the offense (criterion 19). Unexpected complications (criterion
7) and self deprecations (criterion 17) were initially scored but were never present. They
were therefore disregarded, leaving a total of 14 CBCA criteria to be assessed.

2. The number of details in the Reality Monitoring scoring differed from the number of details
in the CBCA scoring because different definitions are used in both coding systems. For
example, “The young nurse . . .” results in two details in CBCA scoring and in one detail in
Reality Monitoring scoring,.

3. A MANOVA was conducted examining differences between liars and truth tellers with
regard to the 14 individual CBCA criteria used in this study. The MANOVA, which was
performed on the original, not dichotomized data, showed a significant main effect, F(14,
58) = 4.74, p < .01. Univariate tests revealed that compared to liars, truth tellers in-
cluded more details (M = 21.25 (SD = 8.5) vs M = 1130 (5D = 4.1), F1, 71)
= 42.59, p < .01), more contextual embeddings (M = .18 (SD = .2) vs M = .09
(SD = .1), F(1, 71) = 3.92, p < .05), more reproductions of conversations (M = .20
(SD = .2) vs M= .09, (SD = .1), K1, 71) = 4.75, p < .05), more unusual details
(M = .07(SD = .1) vs M = .00 (SD = .0), F(1, 71) = 9.02, p < .01, more accounts of
other’s mental state (M = .49 (SD = 3) vs M = .23 (SD = .3), K1, 71) = 15.83,

o
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p < .01, and more spontaneous corrections (M = 23 (SD = 2)vs M = .11 (5D = .2),
F1, 71) = 5.74, p < .05).

4. It is important to note that it is the combination of nonverbal behaviors that is powerful,
not any one individual behavior. Illustrators obtained a high individual hit rate (69.86%,
eigenvalue .15, Wilks’ lambda = .87, x2(1, n = 73} = 10.03, p < .01). However, a dis-
tinction between truths and lies resulted in a high hit rate for lies (89.7%) but a particularly
low hit rate for truths (47.1%).

. We assume that our findings are caused by cognitive load. However, as we did not experi-
mentally manipulate cognitive load in this study, we cannot say this for certain.

[¥7]
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